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Corporate bankruptcy can hurt the company and affect the 

state of the economy. Therefore, many interested parties want 

to know the business situation related to the company. These 

parties include creditors, auditors, shareholders, and 

management itself who have an interest in knowing the state 

of the company in the context of bankruptcy. The past 

financial statements of a company can be used to predict 

future financial conditions using report analysis techniques. In 

the risk assessment process, expert knowledge is still seen as 

an important task, because expert predictions are subjective. 

This study aims to predict the bankruptcy of the company 

using influencing factors such as the level of research and 

development costs, the growth rate of total assets, and the 

current asset turnover rate. The method used in this research 

is the prediction method using the Linear Regression 

Algorithm. Based on the test results show that the variables or 

attributes used in this study have a significant effect, as 

evidenced by using a linear regression algorithm to be able to 

produce a Root Mean Squared Error value: 0.162 +/- 0.000. 
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INTRODUCTION  

The increasingly fierce competition in the 

economic field has led to changes in 

economies of scale that are not only national 

but global. Companies face major challenges, 

namely how to avoid financial difficulties 

(bankruptcy), financial distortion, or financial 

difficulties are the first stage before a 

company bankruptcy occurs [1]. The 

emergence of various predictions of company 

bankruptcy is a system of prevention or 

anticipation of financial desert [2]. Predicting 

a company's bankruptcy is the most 

appropriate step to overcome problems in the 

company, the purpose is to find out whether 

the company is in good condition or not [3]. 

Mistakes in making decisions can affect 

financial conditions as well as affect 

shareholders or company owners [4]. The 

bankruptcy of an enterprise negatively affects 
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the company and can adversely affect the 

condition of the economy. So many parties 

are interested in knowing the business status 

related to the company. These parties include 

creditors, auditors, shareholders, and the 

management of the company itself [5]. 

Techniques in data mining such as Case-

Based Reasoning (CDR), Artificial Neural 

Networks (ANN), and Decision Tree (DT) in 

recent years have been widely used as 

alternative methods to predict a company's 

bankruptcy [6][7]. The source of the data in 

this study was taken from the address of 

https://www.kaggle.com/fedesoriano/compa

ny-bankruptcy-prediction website. This study 

aims to find out how much accuracy the level 

of accuracy produced by linear regression 

algorithms. Through this research, it is also 

expected that a lower average error rate can 

be known so that it can be used to predict the 

bankruptcy of a company [8]. 

Prediction is a systematic process of 

predicting what will happen in the future and 

minimizing it [9]. Linear Regression is 

utilized to determine which bound variables 

can be predicted through free variables [10]. 

The usefulness of regression algorithms can 

be applied to decide whether a class of bonded 

variables/falls can be done through free 

variables if the value of the free variable is 

raised/decreased or vice versa [11]. This 

research is expected to be a reference in 

analyzing the bankruptcy of a company. The 

results of this company data processing are 

expected to become information and 

knowledge so that the company can be better, 

and can find new opportunities or strategic 

planning in company bankruptcy analysis, 

besides that it can be used as a means to make 

decisions in preventing company bankruptcy. 
 

I. LITERATURERES REVIEW 

A multiple linear regression algorithm has 

been applied to predict the price of crude palm 

oil (CPO), although not with a 100% accuracy 

value but still within the margin of error in 

predicting [12]. Other researchers have also 

applied multiple linear regression algorithms 

to predict rice production in Bantul Regency, 

taking into account 3 variables that include 

harvested land area, rainfall, and pest 

infestations that can affect rice production. 

Through validity testing using the MAD 

method, test results were obtained for rice 

production predictions of 0.101 so that the 

predicted results were in the very good 

category [13]. In multiple linear regression 

algorithms, independent variables have a 

partially significant influence on dependent 

variables. Based on the results of previous 

research, it is stated that the performance of 

multiple linear regression models in 

forecasting the monthly inflation rate of 

Indonesia produces an accuracy rate with a 

Mean Absolute Deviation (MAD) value of 

0.0380, a Mean Square Error (MSE) of 

0.0023, and a Root Mean Square Error 

(RMSE) value of 0.0481. [14]. 
 

II. FRAMEWORK 

Before predicting company data that will be 

tested according to data modeling that will be 

used to facilitate research and run as desired, 

the research flow or systematics is made, here 

is the flow/systematics of this research: 

 

 
Fig 1. Framework 

 

Data Collection 

The source of data in this study was obtained 

from the internet. To facilitate research so that 

it runs systematically, stages of research are 

needed that explain where the source of this 

research data is carried out, the data sources 

in this study are taken from the kaggle.com 

site and literature studies to deepen the study 

material in this study. 

Data Selection 

Data Selection is the process of selecting data 

from datasets before entering the data and 

information mining stage [15]. The steps at 

this stage are as follows: 
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1. The sample data is taken randomly by 

taking into account the parameters, 

attributes and the largest amount of data to 

be used as a dataset, ensuring that the data 

taken is suitable for use in the modeling 

process. 

2. After the datasets are grouped, it can be 

known the number of datasets for the next 

process. 

3. Perform a selection of attributes to be used 

and then analyzed, because in the previous 

stage there are attributes that are not 

needed. 

Data Cleaning 

The data cleaning process is used to delete 

data by removing missing values, duplicating 

data and checking for data inconsistencies, 

and correcting errors in the data. In this data, 

data cleaning is carried out such as for 

missing parts, and inconsistent data (incorrect 

input) [16][17]. 

Data Transformation 

The Data transformation stage is the process 

of changing the data format before it is 

processed using an algorithm in a tool or 

program to be used [15]. 

 

Modeling 

In this study, prediction techniques in data 

mining used the Linear Regression algorithm. 

This algorithm is used to determine the 

suitability between dependent variables 

capable of being predicted through 

independent variables. In this study, the 

analysis used is multiple regression analysis, 

this multiple regression analysis aims to 

predict the state (increase or decrease) of the 

dependent variable if two or more 

independent variables become predictors of 

value manipulation. Multiple regression 

analysis is performed if the number of free 

variables is at least 2. The formula for the 

Simple Linear Regression equation for the 

values of a and b is established at the 

following concurrently. 

 

𝑏 =
𝑛 ∑ 𝑥𝑖𝑦𝑖 − (∑ 𝑥𝑖𝑛

𝑖=1 )(∑ 𝑦𝑖𝑛
𝑖=1 )

𝑛

𝑖=1

(∑ 𝑥𝑖2)
𝑛

𝑖=1
− (∑ 𝑥𝑖)2𝑛

𝑖=1

 

𝑎 =  �̅� − b�̅� 

so 

𝑎 =
∑ 𝑦𝑖𝑛

𝑖=1

n
− 𝑏 

∑ 𝑥𝑖𝑛
𝑖=1

n
 

n is the total amount of data; 

I is the value of the bound variable Y to I; 

xi is the value of the free variable X to I; 

To calculate the linear regression equation is: 

𝑦 =  a + bx 

Y is a bound variable; 

X is a free variable; 

a is a constant; 

b is the slope. 

To forecast a variable using regression, each 

variable must be available. The next step is to 

calculate the regression equation through 

calculations according to the above formula. 

 

Evaluation and Results 

Evaluation of results/performance tests is 

carried out to find out the calculation results, 

as well as being a benchmark for how good or 

not the linear regression algorithm is. The 

data testing process in this study uses rapid 

miner software to see whether the data is by 

the results obtained through these tools and 

find out how bound variables can be predicted 

through variables. 

 

III. METHODS  

The research instrument used is a quantitative 

method using data mining tool, namely Rapid 

Miner software, Rapid Miner is used to help 

carry out the RMSE calculation process in 

predicting company bankruptcy data. The 

data used in this study is company bankruptcy 

data taken from the 

https://www.kaggle.com/fedesoriano/compa

ny-bankruptcy-prediction with a total of 6819 

records has variables or attributes in the form 

of factors that influence it, namely research 

and development expense rate, total asset 
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growth rate, and current asset turnover rate. 

The data that has been obtained is then carried 

out in a preprocessing process and then 

divided into training data and testing data, 

while the training data used in this study is 

90% and the remaining 10% as testing data. 

The next stage will be calculated on the 

testing data using a multiple linear regression 

algorithm to generate RMSE values. The 

resulting value is used to predict testing data 

to produce predictable testing data results 

from multiple linear regression algorithm 

models. 

IV. RESULT  

Linear Regression Algorithm Modeling  

The algorithm used in this study is linear 

regression, the performance test used to 

identify the bankruptcy of the company used 

is the Root Mean Square Error (RMSE), and 

the resulting forecasting results can be used to 

decide whether a company is bankrupt or not. 

The data source used in this Venetian is 

sourced from the kaggle.com site. The 

variables used are the Research and 

development expense rate, Total Asset 

Growth Rate, Current Asset Turnover Rate, 

and Bankrupt variables. 

Split Validation 

The validation technique used in this study is 

to partition the data into two parts arbitrarily / 

randomly, namely, some data is used for 

training data and the rest as test data. The ratio 

in the split validation used previously has 

been determined by the author at 90% of the 

training data and the remaining 10% for the 

testing data. 
Table 1. Bankruptcy Prediction 

Research 

and 

development 

expense rate 

(X1) 

Total Asset 

Growth 

Rate 

(X2) 

Current Asset 

Turnover Rate 

(X3) 

Bankrupt 

(Y) 

441000000 6990000000 9860000000 ? 

764000000 6700000000 0.000219251 ? 

357000000 6440000000 0.000108039 ? 

 

Data Testing 

After the data is collected, the next stage that 

is carried out is the creation of a model on the 

rapid miner software. The modeling applied 

in this rapid miner software is using a linear 

regression algorithm. The initial step is to 

enter the company's dataset into the rapid 

miner software for processing. The dataset 

used in this study was divided into two parts, 

namely 90% as training data and the 

remaining 10% used for testing data, and 

random using split validation techniques. This 

technique is a validation technique for 

randomly partitioning training data and test 

data. 

 
Fig 2. Data Sharing Process with Split Validation 

in Rapidminer 

The next process is to set split validation 

parameters by dividing training data and 

testing data in a rapid miner. Next, enter a 

linear regression algorithm to see the 

prediction results in the rapid miner. Next, 

select attributes, namely to find out the 

prediction results from the rapid miner 

software, manual calculations, and test 

results. 
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Fig 3. Model Evaluation Process 

The next step is to enter training data and test 

data to generate predictions on the class 

attributes. 

Table 2. Predicted Results 

Prediction 

(Bankrupt) 

Research 

and 

Development 

Expense 

Rate 

Total Asset 

Growth 

Rate 

Current 

Asset 

Turnover 

Rate  

0.021 25500000 7280000000 0.002 

0.025 730000000 5720000000 0.000 

0.034 50900000 6630000000 7290000000 

0.045 1900000000 747000000 4760000000 

0.025 1210000000 5730000000 0.000 

0.038 917000000 6160000000 9230000000 

0.051 79800000 830000000 8710000000 

0.022 849000000 7030000000 0.000 

0.024 119000000 6340000000 475000000 

0.023 1040000000 6460000000 0.000 

0.023 1190000000 6560000000 0.000 

0.026 1240000000 5490000000 0.000 

0.033 900000000 6580000000 6370000000 

0.023 1440000000 6640000000 0.000 

0.024 577000000 5980000000 0.000 

 

After the prediction results are found, the next 

stage is to measure the accuracy of the 

prediction results that have previously been 

made. 

 

Fig 4. The process of searching for RMSE 

To make it easier to read company data, then 

enter performance tools to find the RMSE 

value. Here are the results. 

 

Fig 5. RMSE Test Results 

The next stage is to implement a linear 

regression algorithm using rapid miner 

software. The stages are as follows:  

1. By using a rapid miner determine the 

predicted results of the testing data, as well 

as the confidence value of the predicted 

data. 

2. Specify the performance value of the 

result/output that has been obtained to 

search for RMSE. 

By using split validation techniques, namely 

to partition training data and testing data, as 

well as the Apply Model feature to apply 

models to testing and Performance data to 

display RMSE values. 

V. DISCUSSION  

After calculations are made to find the values 

of X1Y, X2Y, X3Y, X1X2X3, X1
2, X2

2, and X3
2, 

the result of each of them is for the total value 

of attribute X1 is 12263180000, the total value 

of attribute X2 is 599287500000, the total 

value of attribute X3 is 312791000000, the 

total value of attribute Y is 8, the total value 

of X1Y is 77444000000, the total value of 

X2Y is 39884000000, the total value of X3Y 
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is 35148000000, the total value of X1X2X3 is 

327190632200011000000, the total value of 

X1
2 is 3167842844400000000, and the total 

value of X2
2 is 3969415470370000000000, 

and the total value of X3
2 is 

2454958233000000000000. From all the total 

values used to find the value of coefficient a, 

coefficient b1, coefficient b2, and coefficient 

b3 the value of a=0.20, value b1=-1.24, value 

b2=-2.13, and value b3= 6.85 are obtained.  

The values of the coefficients a, b1, b2, and b3 

will be used for the equation of the double 

linear regression algorithm. From the 

coefficient values above, then by 

implementing the model, we can apply the 

equation of the Linear Regression algorithm 

with the model Y = 0,20. (-1,24.X1). (-

2,13.X2).(6,85.X3), where variable X1 is the 

Research and development expense rate, 

variable X2 is the Total Asset Growth Rate 

variable and X3 is the Current Asset Turnover 

Rate. 

Using the multiple regression equation above, 

the next step is to implement predictions on 

the test data. Overall, the application of linear 

regression equations is applied to predict 

three data sets such as predefined test data. 

The results of manual calculations are 

compared with the results of the Rapid Miner 

software calculation process. There was no 

significant difference between the two results. 

So there is no big difference. Therefore, we 

can conclude that calculations and manual 

results are available. It is processed by the 

Rapid Miner software and shows similar 

results. 
 

Table 3. Bankruptcy Prediction Comparison 

Research and development 

expense rate (X1) 

Total Asset 

Growth Rate 

(X2) 

Current Asset 

Turnover Rate 

(X3) 

Bankrupt (Y) 

Manual  

Bankrupt (Y) 

Rapidminer 

441000000 6990000000 9860000000 0.11465132 0.033924707 

764000000 6700000000 0.000219251 0.049215229 0.021457922 

357000000 6440000000 0.000108039 0.059812686 0.022160371 
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Meanwhile, the comparison of the value of the 

observation Y variable with the predicted 

variable Y value in the rapid miner software can 

be seen through the following graph.  

 

 
Fig 6. Comparison between Values (Y) Observation 

and (Y) Prediction 

Based on the test results, the variables Research 

and development expense rate, Total asset 

growth rate, and Current asset turnover rate 

have a significant effect as evidenced by using 

a linear regression algorithm capable of 

generating the Root Mean Squared Error value: 

0.162 /- 0.000. This is because there is a 

correlation between bound variables and free 

variables. This testing process is carried out to 

identify the bankruptcy of the company using a 

linear regression algorithm. 

VI. CONCLUSION  

Based on the results of research that has 

been  done, then the following conclusions are 

obtained: 

The use of linear regression algorithms in 

company bankruptcy data consisting of 

variables Research and development expense 

rate, Total asset growth rate, and Current asset 

turnover rate can be used to identify company 

bankruptcies. The test results using a linear 

regression algorithm yielded an RMSE value of 

0.162 /- 0.000. This proves the existence of a 

functional relationship (toleration) between 

bound variables and free variables. 
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